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Abstract
The rapid deployment of Large Language Mod-
els within different sectors has seen tremen-
dous growth. However, the scale at which they
are being adopted raises concerns about stake-
holder accountability and governance. In partic-
ular, high-stakes sectors such as the education,
healthcare, and human resources sectors have
LLMs impacting human life directly. Some
governance framework attempts have been in-
troduced such as the SB1047 act, the EU AI
act, and the AB-2013 bill but they are still in
the early stages from being considered unified
and ready. We believe that, as a first step, a
comprehensive survey is required to further ex-
plore these three sectors to offer researchers
valuable literature references to build upon. In
this survey, we provide an overview of how
LLM accountability is currently managed in
the education, healthcare, and human resources
sectors, key findings, gaps, and our insights and
conclusions about what should be done further.

1 Introduction and Motivations
The proliferation of Large Language Models
(LLMs) in the last few years has been profound
enough to gather the attention of many users and
stakeholders across many different sectors (Urlana
et al., 2024). LLMs have redefined the process of
information generation and utilization at unprece-
dented levels. Important sectors such as the educa-
tion sector, healthcare sector, and the labor econ-
omy sector have had LLMs reshaping some of their
fundamental processes whether it be in personal-
ization of education, decision making in clinical
care, or driving hiring algorithms. However, the
rapid development and use of LLMs highlights crit-
ical concerns about stakeholder accountability, gov-
ernance, and regulatory oversight (Ferdaus et al.,
2024). This is especially true in high stakes applica-
tions where decisions impact human lives directly.
In the education sector the impacted stakeholders
are students, teachers, and model developers. In the
healthcare sector, the main impacted stakeholders

include but are not limited to patients, medical prac-
titioners, and model developers. When it comes
to the human resources sector, hiring algorithms
impact people of different genders, races, religious,
and ethnic backgrounds, especially in the areas of
privacy and fairness.

There are some accountability frameworks
which have been proposed such as the SB 1047:
Safe and Secure Innovation for Frontier Artificial
Intelligence Models Act for the state of Califor-
nia (Wiener et al., 2024). Although this act failed
to be passed into law, we still think it is neces-
sary to showcase what it says about the critical
requirements for model developers to adhere to.
Some of these requirements include responsible,
harm-free development of AI systems for the gen-
eral public, introduction of auditing cycles, and
also the creation of the Government Corporations
Agency consortium responsible for enhancing the
oversight of AI innovation in a safe and ethical
manner (Wiener et al., 2024). Furthermore, we find
some similarities between the EU AI Act and the
AB-2013 Generative Artificial Intelligence: Train-
ing Data Transparency bill (European Commission,
2024; California State Legislature, 2024). Both
regulatory frameworks, although from geographi-
cally distant locations, emphasize the importance
of data transparency to the user. This also includes
making it clear to the user what data has been used
to train the models they are using. The EU AI act
also emphasizes that any detrimental effect caused
by AI models falls under the full responsibility of
model developers (European Commission, 2024).

Although some accountability frameworks have
been proposed there is still a lack of a comprehen-
sive survey that shows how different sectors are
managing accountability and tackling LLM based
risks. Our goal is to create a survey paper show-
casing how the current education, healthcare, and
human resources sectors incorporate AI-LLM ac-
countability while highlighting gaps and suggest-



ing areas of improvement. We would also like to
provide valuable literature references and analyt-
ical viewpoints for researchers in this field while
calling for greater attention to the importance of
LLM accountability. The outline of our survey pa-
per is structured as Figure. 1 in the appendix: LLM
accountability in education, LLM accountability
in healthcare, and LLM accountability in human
resources.

2 LLM Accountability in Education
2.1 Overview
Large Language Models (LLMs) are increasingly
being integrated into educational tools, and this
trend offers new opportunities but also raises criti-
cal issues of accountability. This section examines
recent research and policy reports on two key facets
of LLM accountability in education: (1) fairness
in automated grading and (2) ethical concerns in
AI-assisted learning.

2.2 Fairness in Automated Grading with
LLMs

Automated grading systems (like essay scorers)
promise consistency and efficiency, but studies
have found they can reproduce or even amplify
human biases (Chinta et al., 2024). Early research
on automated essay scoring (AES) and related
tools (even before LLMs) revealed systematic bias:
for example, algorithms sometimes over-score or
under-score student work based on demograph-
ics such as gender, race, or socioeconomic sta-
tus (Schaller et al., 2024). Schaller et al. (2024)
showed that both traditional machine-learning and
newer deep-learning AES models gave unfairly
higher or lower scores to certain groups of K-12
students. These findings underscore that algorith-
mic bias in grading is a real concern. To promote
accountability, researchers and practitioners are
proposing solutions to make AI grading fairer. A
common theme is that fairness should be treated as
a first-class objective in model development, not
an afterthought. For example, Fenu et al. (2022)
and others argue that LLM-based tools should be
trained on data that represent all student groups and
should be evaluated with fairness metrics alongside
accuracy (Schaller et al., 2024; Wang et al., 2024).

2.3 Ethical Concerns in AI-Assisted Learning
Beyond grading, LLM-powered systems are being
used as tutors and student support tools. This raises
several ethical and accountability concerns – no-
tably around student privacy and transparency of
AI decisions. Recent research and policy reports

highlight these issues and offer guidance on respon-
sible AI use in schools.

Student Privacy and Data Protection. AI-
driven learning platforms often rely on extensive
student data (e.g. learning behaviors, performance
history) to personalize instruction. This brings sig-
nificant privacy risks. Huang (2023) warns that
the rapid adoption of AI in education has outpaced
data protection measures, leading to concerns about
unauthorized access or misuse of sensitive student
information. Privacy scholars emphasize that stu-
dents have the right to control their personal data,
yet many AI tools operate as “black boxes” where
it’s unclear what data is collected or how long it is
retained. This is especially problematic given that
educational data can include personal identifiers
and even infer sensitive attributes.

Transparency and Explainability in AI Deci-
sions. Due to the “black box” nature of LLM, Mi-
lano et al. (2023) notes that opacity in LLM-driven
systems makes it hard to detect errors or biases
and erodes user trust (Wang et al., 2024). Thus,
we need to improve transparency. Recent work in
explainable AI (XAI) is beginning to intersect with
educational applications. Some studies (Finlayson
et al., 2024) propose techniques to probe LLMs
and reveal aspects of their internal reasoning or
decision criteria. For example, researchers have
experimented with prompting an LLM to explain
its grade in natural language, or using smaller in-
terpretable models alongside the LLM to audit its
decisions. While perfect explainability for large
neural networks remains an open challenge, even
partial transparency measures (like providing fea-
ture importances or example-based explanations)
can help.
3 LLM Accountability in Healthcare
3.1 Overview
Large Language Models (LLMs) are rapidly re-
shaping healthcare through applications ranging
from diagnostic decision support to automated med-
ical report generation. While these models offer
significant promise in enhancing patient care and
operational efficiency, their integration also raises
serious accountability concerns. In this section, we
survey three key accountability areas in healthcare:
bias in medical diagnosis, patient data privacy, and
fairness in healthcare applications.

3.2 Bias in Medical Diagnosis
LLMs applied to diagnostic tasks can inadvertently
inherit and even amplify biases present in their
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training data. For instance, several studies have ob-
served that models trained on imbalanced medical
image datasets tend to under diagnose conditions
in marginalized groups—such as female patients
or certain ethnic minorities—due to their underrep-
resentation in the training corpus (Singhal et al.,
2023). Such bias not only undermines the reliabil-
ity of automated diagnostics but may also perpet-
uate existing health disparities. To mitigate these
risks, researchers advocate that fairness must be
treated as a first-class objective during model de-
velopment. Techniques such as importance weight-
ing, domain adaptation, and fairness-aware train-
ing have been proposed to rebalance data repre-
sentation and adjust decision thresholds appropri-
ately (Zhou et al., 2023a,b). Although these strate-
gies show promise, the inherent complexity of med-
ical data and the challenge of accessing diverse,
high-quality datasets mean that completely eradi-
cating bias remains an ongoing concern (Gao et al.,
2023).

3.3 Patient Data Privacy
The success of LLMs in healthcare is heavily pred-
icated on the availability of rich clinical datasets,
including Electronic Health Records (EHRs) and
clinical notes. However, these datasets are highly
sensitive, containing personal and medical details
that demand stringent privacy safeguards. Recent
findings suggest that LLMs can inadvertently mem-
orize and later reproduce fragments of their training
data, posing significant risks of exposing patient
information (Ouyang et al., 2022). In response,
several privacy-preserving techniques have been
introduced. For example, differential privacy—
by adding calibrated noise during training—helps
ensure that individual patient records remain in-
distinguishable from the aggregate data (Maha-
jan et al., 2020). Additionally, federated learn-
ing frameworks enable decentralized training on
local datasets without transferring raw data to cen-
tral servers, thereby further reducing the risk of
data leakage (Guo et al., 2022). While these meth-
ods mark substantial progress, they often involve
trade-offs between model performance and privacy
guarantees, underscoring the need for continuous
evaluation and improvement of privacy measures
in clinical AI systems (Ouyang et al., 2022).

3.4 Fairness in Healthcare Applications
Beyond diagnostics, LLMs are increasingly em-
ployed in broader healthcare applications, includ-
ing patient triage, treatment recommendation, and

resource allocation. Ensuring fairness across these
applications is critical to prevent the reinforcement
of existing inequities in healthcare delivery. Studies
have shown that without deliberate interventions,
AI systems may systematically favor certain de-
mographic groups over others—leading to unequal
access to care and suboptimal treatment recommen-
dations for underrepresented populations (Stade
et al., 2024). To promote fairness, it is essential to
incorporate regular algorithmic audits, transparent
evaluation metrics, and inclusive training datasets
that reflect the diversity of patient populations. Fur-
thermore, interdisciplinary collaborations among
clinicians, data scientists, and ethicists are vital to
developing governance frameworks that enforce
fairness at every stage of AI development and de-
ployment. Such collaborative efforts help ensure
that AI tools not only meet technical benchmarks
but also align with societal values of equity and jus-
tice in healthcare (Stade et al., 2024; Omiye et al.,
2023).

4 LLM Accountability in Human
Resources

4.1 Overview
Artificial intelligence tools have recently become
essential in various Human Resources (HR) ac-
tivities, such as hiring, performance reviews, and
employee development. While these systems can
help organizations work more efficiently, they also
pose serious questions about fairness and account-
ability. This section highlights current findings
on two main areas related to AI accountability in
HR: (1) ensuring fair decisions in recruitment and
(2) recognizing ethical risks in AI-based employee
support.

4.2 Fair Decision-Making in Recruitment
AI-powered recruitment platforms promise quicker
and more consistent hiring processes, yet research
shows these tools can replicate or even exacerbate
human biases (Bogen and Rieke, 2018). For ex-
ample, Tsamados et al. (2021) describe numerous
cases where algorithmic job ads in the tech industry
were shown more frequently to men than to women.
One proposed solution is to ensure that datasets are
gathered in a deliberate, balanced way (Hanson
et al., 2023), so that overrepresented groups do not
skew the training data.

4.3 Ethical Concerns in LLM-Driven HR
Support

Beyond hiring, AI is being used in areas like per-
formance management and personalized employee
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development. Although these applications can sim-
plify HR processes, they also raise ethical issues
regarding privacy and transparency. Recent studies
emphasize the difficulty of protecting sensitive em-
ployee information when AI systems collect large
amounts of performance data (Tambe et al., 2019).
In many cases, employees have limited insight into
how personal metrics are gathered or used, creating
possible legal and reputational risks if that data is
ever misused.

Privacy and Data Handling. LLM-based HR
tools generally depend on extensive employee data
such as productivity indicators, communication
logs, and training progress. While the ability to
track these metrics allows for more tailored sup-
port, it also poses serious privacy threats. Ajunwa
et al. (2017) argue that workforce analytics have
outpaced existing privacy regulations, calling for
more stringent data management policies. More-
over, some AI solutions remain proprietary and
opaque, leaving employees in the dark about what
exactly is collected and how (Chen et al., 2023).
Recently, there has been a growing trend of us-
ing sentiment analysis tools to track how employ-
ees interact with clients, offering valuable insights
into customer-facing conversations Gelbard et al.
(2018). While these tools can help organizations
evaluate performance and enhance service qual-
ity, they also raise significant ethical and privacy
concerns that require careful consideration.

Transparency and Explainability in LLM De-
cisions. Many HR-oriented AI systems operate as
“black boxes,” making it difficult to spot biases or
errors. Leicht-Deobald et al. (2019) recommend
using more interpretable or transparent algorithms
to detect unfair patterns in decision-making pro-
cesses. Although achieving complete transparency
in complex LLMs remains challenging, even partial
explanations -such as highlighting key factors in a
performance score- can improve trust and let hu-
man supervisors intervene when necessary (Ragha-
van et al., 2020).

Frameworks. Recent legislative measures, in-
cluding the EU AI Act (European Commission,
2021) and California’s AB-2013 (California State
Legislature, 2023a), underscore the need for trans-
parent datasets and responsible data usage when
deploying AI in HR. Under the EU AI Act, re-
cruitment systems leveraging AI are deemed high-
risk, thus requiring strict data reporting, human
oversight, and candidate notifications whenever AI
tools are used. The law also grants applicants the

right to question or challenge AI-driven hiring de-
cisions if they suspect errors.

Although the proposed SB 1047 (California
State Legislature, 2023b) did not pass due to politi-
cal and feasibility concerns, it laid out a framework
featuring mandatory bias checks, transparent AI de-
cision reporting, and human oversight in the hiring
process. While this measure was rejected, its ideas
have influenced ongoing discussions aimed at pre-
serving fairness, privacy, and trust in AI-powered
HR systems.

5 Conclusion
LLMs are being rapidly deployed in many sectors
and are also becoming a fundamental part of many
day to day processes. However, they are not with-
out limitations. This paper focused on providing a
comprehensive survey highlighting the impact of
LLM accountability in education, healthcare, and
human resources.

LLM Accountability in Education. LLMs
hold great promise for enhancing education – from
streamlining grading to powering intelligent tutors
– but realizing this promise requires confronting
issues of fairness, ethics, and transparency. The
recent literature makes clear that fairness in auto-
mated grading is an urgent concern: without de-
liberate safeguards, LLM-based graders can per-
petuate biases, undermining the legitimacy of as-
sessments. Likewise, student privacy must be rig-
orously protected in AI-enabled learning environ-
ments; trust can quickly evaporate if learners feel
surveilled or at risk of data abuse. The past three
years have seen not only warnings about these chal-
lenges but also concrete steps toward solutions –
from technical bias mitigation techniques to ethi-
cal guidelines issued by governments and organiza-
tions. A recurring theme is the call for transparency
and human oversight at every stage: if educators
understand and can intervene in AI processes, ac-
countability is vastly improved. Continued col-
laboration between AI researchers, educators, and
policymakers will be vital to ensure that LLMs
serve as tools for educational advancement with-
out compromising fairness, privacy, or informed,
transparent decision-making.

LLM Accountability in Healthcare. LLMs
hold transformative potential for enhancing health-
care delivery, yet their benefits can only be fully
realized if accountability challenges are addressed
head-on. Mitigating bias in medical diagnosis, safe-
guarding patient data privacy, and embedding fair-
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ness into healthcare applications are essential pil-
lars for responsible AI deployment. In our view,
a multidisciplinary approach—combining techni-
cal innovation with ethical oversight and rigorous
regulatory compliance—is critical. By continu-
ally refining these accountability frameworks and
engaging a broad range of stakeholders, the health-
care community can ensure that LLMs contribute
positively to patient outcomes while upholding the
highest standards of equity and trust.

LLM Accountability in Human Resources.
LLMs offer major benefits for reshaping HR de-
partments, speeding up recruitment processes and
supporting employee development. However, this
potential also comes with serious responsibilities.
Recent findings show that bias can unintention-
ally be embedded in AI hiring tools, emphasizing
the need for continuous monitoring to prevent dis-
crimination. Furthermore, handling employee data
securely remains critical, and strong privacy pro-
tections are essential. Fortunately, there is growing
awareness of these challenges, and various solu-
tions have appeared. These include methods to
reduce bias and industry guidelines that call for
greater transparency in AI-driven processes. One
key point in the research is that human oversight
is necessary at every stage of AI use. By giving
HR staff the knowledge to understand how these
systems function, and letting them step in when
needed, it becomes much easier to keep these tech-
nologies accountable. As AI developers, HR lead-
ers, and policymakers work together, AI is more
likely to boost HR practices while still preserving
fairness, privacy, and reasoned human judgment.

Embedded Ethics Discussion
Addressing our topic involves teaching students
how accountability frameworks apply in education,
healthcare, and human resources sectors. To fur-
ther explore how we can convey our message to
people who are starting to learn about this topic,
we propose a set of structured lectures to enhance
theoretical understanding followed by hands-on
coding assignments. The lectures would be out-
lined as follows: introduce LLM accountability,
present case studies of LLM accountability in ed-
ucation, healthcare, and human resources, offer
students reading assignments while highlighting
the shortcomings of LLM accountability in these
respective sectors, then introduce current LLM ac-
countability frameworks and the gaps that exist
within them, and finally end with a final project

where students research and either propose new or
make amendments to these frameworks. Along the
first half of the quarter a coding assignment would
be assigned with the following content: offering
a skewed dataset that is biased for an HR hiring
algorithm and asking students to implement bias
reduction techniques with the aim of meeting a sta-
tistical equality metric where no group of datasets
are favored over others.
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